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Abstract. This paper introduces a new classification problem in the context of
human computation. Given training data annotated by m human experts s.t. for
each training instance the true class is provided, the task is to estimate the true
class of a new test instance. To solve the problem we propose to apply a well-
known ensemble approach, namely the stacked-generalization approach. The key
idea is to view each human expert as a base classifier and to learn a meta classifier
that combines the votes of the experts into a final vote. We experimented with the
stacked-generalization approach on a classification problem that involved 12 hu-
man experts. The experiments showed that the approach can outperform signifi-
cantly the best expert and the majority vote of the experts in terms of classification
accuracy.

1 Introduction

Human computation is an interdisciplinary field involving systems of humans and com-
puters capable of solving problems that neither party can solve better separately [4].
This paper introduces a new classification problem in the context of human computa-
tion and proposes an ensemble-related approach to that task.

The classification problem we define is essentially a single-label classification prob-
lem. Assume that we have m human experts that estimate the true class of instances
coming from some unknown probability distribution. We collect these instances to-
gether with the experts’ class estimates and label them with their true classes. The re-
sulting instances’ collection form our training data. In this context our classification
problem is to estimate the true class of a new test instance, given the training data and
the class estimates given by m human experts for that instance.

To solve the problem we defined above we propose to apply a well-known ensemble
approach, namely the stacked-generalization approach [6]. The key idea is to view each
human expert as a base classifier and to learn a meta classifier that predicts the class



for a new instance given the class estimates provided by m human experts for that
instance. This implies that the meta classifier combines the votes of the experts into a
final vote. It is proposed to be learned using the training data given with expert class
estimates and true classes. We experimented with the stacked-generalization approach
on a classification problem that involved 12 human experts. The experiments showed
that the approach can outperform significantly the best expert and the majority vote of
the experts in terms of classification accuracy.

Our work can be compared with other work on classification considered in the con-
text of human computation and crowdsourcing [5, 7]. In these two fields the main em-
phasis is on classification problems where the training data is labeled by experts only;
i.e., the true instance classes are not provided. We note that our classification problem
is conceptually simpler but somehow it has not been considered so far. There are many
applications in medicine, finance, meteorology etc. where our classification problem is
central. Consider for example a set of meteorologists that predict whether it will rain
next day. The true class arrives in 24 hours. We can record the meteorologist predictions
and the true class over a time period to form our data. Then stacked generalization is
applied and thus we hopefully will be able to predict better than the best meteorologist
or the majority vote of the meteorologists.

The remainder of the paper is organized as follows. Section 2 formalizes our clas-
sification task and describes the stacked generalization as an approach to that task. The
experiments are given in Section 3. Finally, Section 4 concludes the paper.

2 Classification Problem and Stacked Generalization

Let X be an instance space, Y a class set, and p(x, y) be an unknown probability dis-
tribution p(x, y) over the labeled space X × Y . We assume existence of m number of
human experts capable of estimating the true class of any instance (x, y) ∈ X × Y
according to p(x, y). We draw n labeled instances (x, y) ∈ X × Y from p(x, y). Any
expert i ∈ 1..m provides an estimate y(i) ∈ Y of the true class y of each instance x
without observing y. This implies that the description x of any instance is effectively
extended by the class estimates y(1), ..., y(m) ∈ Y given by the m experts. Thus, we
consider any instance as a m+ 2-tuple (x, y(1), ..., y(m), y). The set of the n instances
formed in this way results in training data D. In this context we define our classifi-
cation problem. Given the training data D, a test instance x ∈ X , the class estimates
y(1), ..., y(m) ∈ Y provided by the m experts for x, the classification problem is to esti-
mate the true class for the instance x according to the unknown probability distribution
p(x, y).

Our solution to the classification problem defined above is to employ stacked gener-
alization [6]. The key idea is to consider each human expert i ∈ 1..m as a base classifier
(providing class estimates) and then to learn a meta classifier that combines the class
estimates of the experts into a final class estimate. The meta classifier is a function that
can have two possible forms either h : X,Y m → Y or h : Y m → Y . The difference is
whether the instance descriptions in X are considered. Once the decision of the meta-
classifier format is finalized we build the classifier using the training data D. We note



that our use of the stacked generalization does not impose any restrictions on the type
of the meta classifier (as opposed to [1]).

3 Experiments

For our experiments we chose a difficult language-style classification problem4. We had
317 sentences in English that were composed according to either a Chinese style or an
American style. An example of two such sentences with the same meaning are given
below:

– Chinese Style: “I recommend you to take a vacation.”
– American Style: “I recommend that you take a vacation.”

The sentences were labeled by 12 experts that did not know the true classes of those
sentences. The language-style classification problem was to estimate the true class for
any new sentence given the class estimates provided by the 12 experts for that sentence.

The language-style classification problem was indeed a difficult problem. The ex-
pert accuracy rates were in the interval [0.27, 0.54]. The mean accuracy rate was 0.39
and standard deviation was 0.08. The accuracy rate of the majority vote of the experts
was 0.71.

The sentences with the labels of the 12 experts and their true classes formed our
training data. We trained meta classifiers predicting the true class of the sentences. We
considered two types of meta classifiers h : X,Y 12 → Y and h : Y 12 → Y . The
input of the first type of meta classifiers consisted of bag-of-word representation of the
sentence to be classified and the classes provided by all the 12 experts. The input of the
second type consisted of the classes provided by the 12 experts only. The output of both
types of meta classifiers was the class estimate for the instance to be classified.

In addition we experimented with the meta classifiers with and without use of
feature selection. The feature-selection procedure employed was the wrapper method
based on greedy stepwise search [2].

The accuracy rates of the meta classifiers were estimated using 10-fold cross-vali-
dation. However, to decide whether these classifiers were good, we needed to determine
whether their accuracy rates were statistically greater than those of the best expert and
majority vote of the experts. We note that this is not a trivial problem, since the k-fold
cross-validation is not applicable for the human experts employed. Nevertheless we per-
formed paired t-test that we designed as follows. We split the training data randomly
into k folds. For any fold we received: the class estimates provided by the meta classi-
fiers, the class estimates of the best expert, and the class estimates of the majority vote
of the experts for all the instances in the fold. Using this information we computed for
any fold j ∈ 1..k the accuracy rate amj of the meta classifiers, the accuracy rate abej
of the best expert, and the accuracy rate amvj of majority vote of the experts. Then we
computed the paired difference dj = amj −abej (dj = amj −amvj ), and the point estimate

d̄ = (
∑k
j=1 dj)/k. Using this data the t-statistics that we used was d̄−µd

Sd/
√
n

, where µd is
the true mean and Sd is the sample standard deviation.

4 The data can be freely downloaded from: https://dke.maastrichtuniversity.nl/smirnov/hua.zip.



Table 1. Accuracy rates of meta classifiers for the language-style classification task. s (s̄ ) in-
dicates (non-) presence of sentence representation in the input. w (w̄) indicates (non-) use of
wrapper. The rates in bold are significantly greater than the accuracy rate 0.71 of the majority
vote of the experts on 0.05 significance level.

Classifier s̄-w̄ s-w̄ s̄-w s-w
AdaBoostM1 0.78 0.76 0.76 0.71
k-Nearest Neighbor 0.75 0.76 0.77 0.78
Logistic Regression 0.76 0.72 0.76 0.71
Naive Bayes 0.76 0.72 0.78 0.76
RandomForest 0.73 0.75 0.76 0.74

The accuracy rates of the meta classifiers are provided in Table 1. Since the majority
vote of the human experts outperformed the best expert, the table shows the results of
the statistical paired t-test of comparison of the accuracy rates of the meta classifiers
and the majority vote of the human experts on 0.05 significance level5.

Two main observation can be derived from Table 1:

(O1) 18 out of 20 meta classifiers have accuracy rate significantly greater than the accu-
racy rate 0.71 of majority vote of the experts.

(O2) the stacked generalization achieves the best classification accuracy rates when:
(O2a) the instances to be classified are represented by the expert estimates only, and
(O2b) feature selection is employed. In this case we achieved an average rate of 0.766.

During the experiments we recorded the running time of training the meta classi-
fiers. The results are provided in Table 2. They show that:

(O3) wrapper-based meta classifiers require more time. Among them the most efficient
are the meta classifiers that do not employ the sentence representation.

(O4) meta classifiers that do not use wrappers require less time. Among them the most
efficient are the meta classifiers that do not employ the sentence representation.

4 Conclusion

This section analyzes observations (O1) - (O4) from section 3. Based on the analysis it
provides final conclusions.

We start with observation (O1). This observation allows us to conclude that the
stacked generalization can outperform significantly the best expert and the majority
vote of the experts in terms of generalization performance . This implies that the clas-
sification problem we defined and the approach we proposed are indeed useful.

Observation (O2a) is a well-known fact in stacked generalization [1]. However in
the context of this paper it has additional meaning. More precisely we can state that for

5 For the sake of completeness we trained classifiers h : X → Y as well. Their accuracy rates
were in interval [0.47, 053]; i.e., they were statistically worse than the experts’ majority vote.



Table 2. Time (ms) for building meta classifiers. s (s̄) indicates (non-) presence of sentence
representation in the input. w (w̄) indicates (non-) use of wrapper.

Classifier s̄-w̄ s-w̄ s̄-w s-w
AdaBoostM1 0.03 2.21 14.85 257.63
k-Nearest Neighbor 0 0 26.49 296.84
Logistic Regression 0.02 0.05 4.95 133.47
Naive Bayes 0 0.1 0.31 53.11
RandomForest 0.03 1.33 23.51 219.64

our classification problem we do have to know the class estimates of the experts only in
order to receive the best accuracy rates. The input from the application domain (in our
case English text) is less important. In addition we note that according to observations
(O3) and (O4) the use of the expert class estimates only implies less computational cost.

Observation (O2b) is an expected result in context of feature selection. However
it also has a practical implication for our classification problem, namely it allows to
choose combination of the most adequate experts. In our experiments for example only
half of the experts was chosen to maximize the accuracy. This means that we can reduce
the number of human experts and thus the overall financial cost. Of course this has a
price: increase of computational complexity according to observation (O3).

Future research will focus on the problem of human-experts’ evolution. Indeed in
real life the experts change due to many factors (e.g.; training, ageing etc.). Solving this
problem will have a high practical impact. For that purpose we plan to apply techniques
from concept drift [8] and transfer learning [3].
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